Applied Statistical
Analysis

EDUC 6050
Week 6

Finding clarity using data



Today

1. Hypothesis Testing with ANOVA
* One-Way
* Two-Way
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ANalysis Of VAriance

« It is a whole class of methods

* Generally used with experimental designs
e Has similar assumptions to t-test

e Gives an “omnibus” result

Sum of Mean Square
Squares

Children 26.8 8.92
Residuals 127.5 34 3.75



The F statistic
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General
Requirements

1. Need a DV on an
interval/ratio scale,

2.1V defines 2+
different groups (or
time points)
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Hypothesis Testing with ANOVA

The same 6 step approach!

1. Examine Variables to Assess Statistical
Assumptions

. State the Null and Research Hypotheses
(symbolically and verbally)

. Define Critical Regions

. Compute the Test Statistic

. Compute an Effect Size and Describe it

. Interpreting the results

N

A uvibhWw
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Examine Variables to Assess
Statistical Assumptions

Basic Assumptions

1. Independence of data
2. Appropriate measurement of variables
for the analysis
3. Normality of distributions
of variance
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Examine Variables to Assess
Statistical Assumptions

Basic Assumptions

1. Independence of data

L

Individuals are independent of
each other (one person’s scores
does not affect another’s)
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Examine Variables to Assess
Statistical Assumptions

Basic Assumptions

2. Appropriate measurement of variables
for the analysis

L

Here we need interval/ratio DV
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Examine Variables to Assess
Statistical Assumptions

Basic Assumptions

—
1

Normality of
the residuals

Standardized Residuals

3. Normality of distributio

Theoretical Quantiles



Examine Variables to Assess
Statistical Assumptions

Basic Assumptions l-mm_

2.86

The variances of groups should

Ill} be equal (not strict if each
group has similar sample sizes)

4. Homogeneity of variance
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Examine Variables to Assess
Statistical Assumptions

Examining the Basic Assumptions

1. Independence: random sample

2. Appropriate measurement: know what your
variables are

3. Normality: Histograms, Q-Q, skew and

kurtosis
Levene’s Test
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State the Null and Research
Hypotheses (symbolically and
verbally)

Hypothesis | Symbolic Verbal Difference between
Type means created by:

Research At least one u is One of the groups’ True differences
Hypothesis different than the means is different

others than the others
Null All i’s are the same There is no real Random chance
Hypothesis difference between (sampling error)

the groups
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Define Critical Regions

How much evidence is enough to believe the null is
not true?

Before analyzing the data,
we define the critical
regions (generally based
on an alpha = .05)
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3 Define Critical Regions

We decide on an alpha level first

L, Then calculate the critical value
(based on sample size)
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. o Appendix C
Define Critical L

df Numerator

| df Denominator| 1 2 3 4 5 6 7 8 9 10 §
1 To1.45 1199.50| 215.71 | 224.58] 230.16 | 233.99| 236.77 | 238.88| 240.54| 241.88
2 1851 | 19.00| 19.16 | 19.25| 19.30| 19.33| 19.35| 19.37| 19.38] 19.40§
3 043 | 955 9.28| 9.42] 9.01| 894 8s89| 885| 881] 8798
4 771 | 694] 659 | 639 6.26| 6.46] 6.09| 6.04] 6.00] 5968
5 6.61 || 579 541 | 59| 5.05| 495| 488| 482| 4.77| 4.J4F

6 500 || B4k| 476 | 48] 439 428 4.21| " wis] 4.10 4.0
7 559 [P MW 435 | 42| 397 dE/] 3.79] 43| 3.68| 5644
8 532 |F %4B] 4.07 | 3.84] 3.60[ 358 3.50[0 344| 3.39] G398
9 512 | 6] 3.86 | 88| 3.48| 8F 3290 S@s| 3.18|  Si6H
10 496 | M| 371 [BdRl 3330 Al 3.4 308 3.02] PO
11 484 | 288] 359 | 386| 320 309 3.01| 2951 290| 285§

4.75 el 349 | 96| 311 3061 291) 288] 280 2758
467 | B8l 1| ade| 303| 2ol 283f 27n| 21| 2670
460 [ 0 334 344 296| 88| 276 2700 2.65| 2608
4564 | 968 329 | Ag6| 200 @99] 271| 264l 259| 254R
449 | 363 324 | 301 285| 274| 2.66| 259| 254 249F
445 | 350| 3.20| 296 2.81| 270| 2.61| 255| 2.49| 245§
441 | SBl 3.6 | 288 2.77| 96| 25| 2811 246] 241F
4538 | el 3.13 [@00l 274 263| 2.54| 2481 242] 2.38F
435 Pel] 3.0 [RRE 2710 260] 251] 245 2.39] 2358
432 SRR 3.07 W08 BA| 268| B8F| 249| 2421 237] 2328
430 | 344 3.05| 28| 266 2.55| 246| 240 234 2300
4,28 [SRWRRRH 3.03 OO 264 | 1B8A| 244 2971 232| 2278
4,26 IR 3.01 [PREN 2.2 S @R8] 2.42| 236| 230] 2258
4.24 | 33—9} 2.99 [B@dG] 2.c0| 248) 240 234 2.08] 2048
423 BEEEE 293 MU 259 | @47 2.39| 2320 227 2228
4.21 | 2.96 | 257 |0 46| 2.37| 881 225| 2208
4.20 2.95 256 | 2.45| 236| 2.20] 2.24| 2190
4.18 2.03 [N 255 MR 235 | @98 2.22| 218
4.17 2.902 IREEEN  2.53 IR 233 [ @Rl 221 2368

Use the table in the book
e Base on alpha and 2
specific df’s

df .um = g —1 where g 1is
number of groups
Afgen =N — g

(Continued)



3 Define Critical Regions

We decide on an alpha level first

L, Then calculate the critical value
(based on sample size)

Feritica1(2,29) = 3.33
So our critical region is defined as:

a=.05
Feritical(2,29) = 3.33
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Compute the Test Statistic

SourceofVaranee | ss | & | ms | F | m

Between Groups (M2 cCM)? g -1 SSpetween MSpetween SSpetween
n —
g dfbetween MSerror SSbetween + SSresidual
Within Groups NSSeach treatment N —g  SSresidual
(ReSiduaI) dfresidual
Total SSeach treatment

SRS Sresidual
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Compute the Test Statistic

“Sum of Squares” — adding up all the squared deviations (essentially like SD)

SourceofVaranee | ss | & | wms | F | . m®

Between Groups M)?
P n(EM? — (M)
Y
Within Groups DS et e
(Residual)
Total Seach treatment

S Sresidual

Gets split by where the variation is coming from
* Between the groups (the differences in the groups)
* Within the groups
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15 -

Within group
variation (residual)

e

S
@)

Compute the Test Statistic

Within group g
variation (residual) p
Parks e'md Rec The 6ﬁice

show
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Compute the Test Statistic

15 -

Outcome

10 1

Between Groups
variation

Parks e'md Rec

show

The Office
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Compute the Test Statistic

Between Groups SSpetween MSpetween
dfbetween MSerror

Within Groups N —g SSresidual

(Residual) Afresidual

Total

Is the amount of difference in the
. L, — These are all ratios

means big compared to how much Answers

variability there is in the groups? .




4 Compute the Test Statistic

F-statistic and p-value tell
you if one of the groups is
different than the others

But it doesn’t tell you POSt HOC
which ones are different...
h eren Tests
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Compute the Test Statistic

Post Hoc Tests
(or Contrasts)

Post hoc usually refers to comparing all groups with each other
(and making an adjustment for the multiple comparisons)

Contrasts usually refers to comparing some of the groups with
each other (or a combination of groups with each other)
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4 Compute the Test Statistic
Post Hoc Tests (or Contrasts)

WE-__

-1.19 1.41 -0.841
2.15 1.17 1.835 .0
w--
Comparlsons
1.19 1.41 -0.841
0-2 -2.15 1.17 -1.835 174

1-2 -3.33 1.77 -1.885 .158



4 Compute the Test Statistic

Post Hoc Tests (or Contrasts)

Cove imae s b

-0.841

Post Hoc
Comparlsons

-0.841



Compute the Test Statistic

Between Groups (ZMZ M )? SSpetween MSpetween SSpetween
g dfbetween MSerror SSbetween + SSreSLdual
Within Groups NSSeach treatment N —g  SSresidual
(ReSiduaI) dfresidual
Total SSeach treatment Answers
+ SSresidual

How much of the variability is
accounted for by the groups vs
everything else? 3




Compute an Effect Size and
Describe it

One of the main effect sizes for ANOVA is “Eta Squared”

2 SSbetween
Ny

SSbetween SSresidual

Estimated Size of the Effect

Close to .01 Small
Close to .06 Moderate
Close to .14 Large
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6 Interpreting the results

Put your results into words

Use the example around page 382 as a
template



One-Way and Two-Way

Do you have repeated
measures?

Yes ‘ No
. Y l
T%WOOWX < = Do you have two
o independent variables (two
: diff t i
One-Way ’ No Do you have continuous or categorical No ! er;rtilaliz;pmg
ANOVA covariates to include in the model? v '




One-Way vs. Two-Way

One-way ANOVA has Two-way ANOVA has
one predictor two predictors
Tests for any Tests for any

differences across differences across
the groups on one the groups for both
predictor predictors (and

., ~their combinations)
“Interaction”



Interactions

When the
effect of a
predictor
depends on
another

GPA

3.0

2.5

1.51

Gender.F == Male == Female

o Tutor

Groupl Tutor
Tutor

Private Tutor
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Questions?

Please post them to the
discussion board before
class starts

End of Pre-Recorded Lecture Slides



In-class
discussion
slides EY
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https://youtu.be/h4MhbkWJzKk



https://youtu.be/h4MhbkWJzKk

Application

Example Using
The Office/Parks and Rec Data Set

Hypothesis Test with ANOVA

(One-Way and Two-Way)
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