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“We have to go to the deductions and the
inferences,” said Lestrade, winking at me.
“I find it hard enough to tackle facts, Holmes,
without flying away after theories and
fancies.”

Inspector Lestrade to Sherlock Holmes
The Boscombe Valley Mystery
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ANOVA Omnibus: Significant F-ratio

« Factor (IV) had effect on DV
« Groups are not from same population

 Which levels of factor differ?
 Must compare and contrast means from different levels

 Indicates > 1 significant difference among all POSSIBLE
comparisons

» Simple vs. complex comparisons

« Simple comparisons
« Comparing 2 means, pairwise
« Possible for no ‘pair’ of group means to significantly differ

° Complex comparisons
« Comparing combinations of > 2 means
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Multiple Comparison Procedure

e "Multiple comparison procedures’ used to detect simple or
complex differences

» Significant omnibus test NOT always necessary
 Inaccurate when assumptions violated
* Type Il error

« OKAY to conduct multiple comparisons when p-value CLOSE to
significance
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Error Rates

* a = p(Type I error)
* Determined in study design
* Generally, a =.01, .05, or .10

comparison error rate

(apc)
a = dpc
apc = Error rate for any 1
comparison

Experimentwise (agy)

p( 2 1 Type I error for all
comparisons)

Relationship between ap

and Apyw

apy =1 - (1 - ape)©

¢ = Number of comparisons

(1 — app)*= p(NOT making Type I
error over ¢)
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Error rates X vs. X,
X, vs. X,

« ANOVA with 4 groups __— e
 F-statistic is significant |V g
 Comparing each eroup with one another v v
JTIDATING Eath STOUP X, vs. X,

* ap~=.05 e e
gy et

* agywhen ¢ =107 )_(3VS. )?4

* 3 Options...
 Ignore ap- or agy,
* Modity ap.
* Modity agy,




Comparisons

Post hoc Pre Planned
(a posteriori) (a priori)
Selected after data collection and Selected before data collection
analysis

Used in exploratory research Follow hypotheses and theory
Larger set of or all possible comparisons Justified conducting ANY planned
comparison (ANOVA doesn’t need to be

significant)

Inflated a,,: Increased p(Type | error) g,y IS much smaller than alternatives

o, can slightly exceed a when planned

Adjust when c is large or includes all possible
comparisons?




Problems with comparisons

 Decision to statistically test certain post hoc comparisons made
after examining data

« When only ‘most-promising’ comparisons are selected, need to correct
for inflated p(Type I error)

 Biased sample data often deviates from population

* When all possible pairwise comparisons are conducted, p(Type I
error) or agy, is same for a priori and post hoc comparisons



, a significant F-statistic is obtained:

Assume 20 pairwise comparisons are possible

But, in population, no significant differences exist
Made a Type I error obtaining significant F-statistic

However, a post hoc comparison using sample data suggests largest and smallest means
differ

If we had conducted 1 planned comparison
1 in 20 chance (a =.05) of conducting this comparison and making a type I error
If we had conducted all possible comparisons

100% chance (a = 1.00) of conducting this comparison and making a type I error
If researcher decides to make only 1 comparison after looking at data, between largest
and smallest means, chance of type I error is still 100%
All other comparisons have been made ‘in head’ and this is only one of all possible
comparisons
Testing largest vs. smallest means is probabilistically similar to testing all possible
comparisons




Common techniques

a priori tests post hoc tests

« Multiple t-tests = ilner LoD

. Bonf . D — Tukey HSD
on erfom (Dunn) — Student-Newman-Keuls

e Dunn-Sidak* (SNK)

. Holm* — Tukey-b
. — Tukey-Kramer

e Linear contrasts _ Games-Howell

— Duncan’s

“adjusts apc — Dunnett’s
Italicized: not covered — REGWO

— Scheffé



Common techniques

Many more comparison techniques available

a priori test
By Most statistical packages make no a priori / post

c A hoc distinction
o Sonl s Al called post hoc (SPSS) or multiple comparisons (R)

» Dunn-Siddl : - : :
In practice, most a priori comparison techniques
* Holm can be used as post hoc procedures

BEhigaesy  Called post hoc, not because they were planned after
doing the study per se, but because they are
conducted after an omnibus test

*adjusts ap,
Italicized: not covered — REGWO

— Scheffé

12



A Priori procedures: multiple t-tests

 Homogeneity of variance

- MS,, (estimated pooled variance) and df,, (both from ANOVA) for

critical value (smaller F_,;,)

[ =

XI_XZ _ Xl_)?z
MS,  MS,  [2MS,
n, n, n,

« Heterogeneity of variance and equal n

- Above equation: Replace MS,, with s and dfy,with df = 2(n; - 1) for t

« Heterogeneity of variance and unequal n

- Above equation: Replace MS;, with s and dfy,with Welch-Satterwaite

df for tcri t
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A Priori procedures: Bonferroni (Dunn) t-test

« Bonferroni inequality
 p(occurrence for set of events (additive) < > of probabilities for each event)
» Adjusting ap.
« Each comparison has p(Type I error) = ap, = .05
* agy = .05
* apy § CFape
« p(> 1 Type I error) can never exceed ¢*ap-

» Conduct standard independent-samples t-tests per pair

Example for 6 comparisons:
apc = .05/6 =.0083
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A Priori procedures: Bonferroni (Dunn) t-test

t-tables lack Bonferroni-corrected critical values
» Software: Exact p-values
* Is exact p-value < Bonferroni-corrected a-level?

Example for 6 comparisons:
apc = .05/6 = .0083

More conservative: Reduced p(Type I error)
Less powerful: Increased p(Type II error)
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A Priori procedures: - idea

e Linear combination of means:

k
L:ch1+ch2+---+cka:ZCJ.XJ. >
=1

L=()X, +(-DX, +(0)X, +(0)X, =X, - X,

« Each group mean weighted by constant
(©)

« Products summed together

» Weights selected so means of interest
are compared

X+X,+X,) =

* Sum of weights =0 5
3 4

L=1/3)X,+(1/3)X,+(1/3) X, +(-1) X, = (



A Priori procedures: linear contrasts - SS

 Each linear combination: SS.,,,..,

Equal ns: Unequal nS'
k R
0 I? "j(zcj j)2 2 )
SS comras = — = — SS Comtrast = ==
Contrast k k Contrast k c2 k CZ
2 2 .
ch ch Z L Z L
J=1 J=1 j=1 I”lj j=1 n

* 55,00, partitioned into k S5, ...,

‘ SSBetween - SSContrastI T SSContmstZ Tt SSContrast k

MS e _ ML 1 20C nl? L

F — Contrast __ or
k 2
C i |
D e VA
n;

MS,, MS,  S*MS,
Jj=1

df for SSg=k -1

df for SScyniras: = Number of ‘groups/sets’
included in contrast minus 1

F = MSconirase . MSy,

MSContrast - SSContrast/ df Contrast
As df = 1’ MSContrast= SSContrast

MS,, from omnibus ANOVA results

Max # ‘legal’ contrasts = dfy

Do not need to consume all available df
Use smaller ayy, if # contrasts > dfy
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A Priori procedures: linear contrasts - example
Test each Contrast (ANOVA: SSg,e0n = 26.53, SSyyighin = 22.8) m
92 5

Contrast 1: My, noise VEIrsus My serare a0d My

L=(-2)(9.2) + (1)(6.6) + (1)(6.2) =-18.4 + 12.8 = -5.6 6.6 5
SSconrase;= 5F(-5.6)2/ (-22+ 12+ 12) = 156.8 / 6 = 26.13 6.9 c

dfy=2-1=1> MSgy e = 26.13/1 = 26.13
df,=15-3=12 > MS,, =22.8/12=1.90

F=26.13/1.980=13.75
P< .05

Note: SSz = SSconrasts + SScontrasts = 26.13 + 0.40 = 26.53
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A Priori procedures: linear contrasts - example

Contrast 1: My, noise VEIrsus My serare a0d My

L=(-2)(9.2) + (1)(6.6) + (1)(6.2) =-18.4 + 12.8 = -5.6

Test each Contrast (ANOVA: SSp,...., = 26.53, Sy = 22.8) m
9.2 5

6.6 5

SScontrases= 57(-5.6)2/ (-22+ 12+ 1%) = 156.8 / 6 = 26.13 6.9 5

dfy=2-1=1> MSgy e = 26.13/1 = 26.13
df,=15-3=12 > MS,, =22.8/12=1.90

F=26.13/1.980=13.75
P< .05

a=.05&dfy=12 > F_,, =4.75

Note: SSz = SSconrasts + SScontrasts = 26.13 + 0.40 = 26.53

Contrast 2: My, jerate VEISUS M4

L=(0)(9.2) + (-1)(6.6) + (1)(6.2) = -0.4
SSconirastz = 55(-0.4)2/ (12 +[-1]2) = 0.8 / 2 = 0.40

df;= 2 = 1= 1> MSgy 002 = 0.40/1 = 0.40
df,=15-3=12 > MS,, =22.8/12 = 1.90

F =0.40/1.90 = 0.21
P >.05
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A Priori procedures: - Orthogonal

* Independent (orthogonal) contrasts
* If M, is larger than average of M, and M,
» Tells us nothing about M, and M.

* Dependent (non-orthogonal) contrasts
* If M, is larger than average of M, and M,
* Increased probability that M; > M, or M, > M;

Can conduct non-orthogonal contrasts, but...
Dependency in data
Inefficiency in analysis
Contain redundant information
Increased p(Type I error)



A Priori procedures: - Orthogonal

* Orthogonality indicates SS;,;-.s:s Are independent partitions of SSyg

« Orthogonality obtained when
) Of SSContrasts - SSBetween
 Two rules are met:

k k
« Rule 1: ZCJ =0 Rule 2: chjc2chj =0
j=1 J=1

where ¢;; = Contrast weights from additional linear combinations

* From example...Orthogonal!
e Rule 1: L, = (1)+(1)+(-2) = 0; L, = 1+(-1)+(0) = 0
« Rule 2: -2*0+1*1+1*1=1+-1+0=0
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A Priori procedures:

1 pairwise comparison of interest
» Standard t-test

« Several pairwise comparisons
» Bonferroni, Multiple t-tests

« Bonferroni is most widely used (varies by field), and can be used for multiple
statistical testing situations

1 complex comparison
« Linear contrast

« Several complex comparisons
* Orthogonal linear contrasts — no adjustment
« Non-orthogonal contrasts — Bonferroni correction or more conservative ap




Post hoc procedures: Fisher’s LSD Test

Aka: Fisher’s Protected t-test = Multiple t-test

 Conduct as described previously: Logic

¢ : ~ ’ If H, true and all means equal one another,
multlple L-tests significant overall F-statistic ensures agy, is
« ‘Fisher’s LSD test’: Only after significant F,,,, | fixed at ap,

 ‘Multiple t-test’: Planned a priori

Powerful: No adjustment to ap

e One advantage is that equal ns are Most liberal post hoc comparison
not re qUir e d Highest p(Type I error)

Not recommended in most cases
Only use when k=3
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Post hoc procedures:

« t-distribution derived under assumption of
comparing only 2 sample means

« With >2 means, sampling distribution of t is

NOT appropriate as p(Type I error) > a r = Range or distance between groups
being compared

] ] . . . 4 means: Comparing M, to M,, r = 4; comparing M, to
* Need sampling distributions based on comparing My, r=2

multiple means Not part of calculations, used to find
critical value

k random samples (equal n) from population
Difference between high and low means

e .. e
Differences divided by Mn_&V ’ X - X,
Obtain probability of multiple mean differences
Critical value varies to control agy, n;




Post hoc procedures: studentized range g

r

Numser oF Grours (OR NUMBER OF STEPS BETWEEN ORDERED MEANS)

df for A
Error Term 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 17.97 26.98 32.82 37.08 40.41 43.12 4540 4736 49.07 5059 5196 53.20 5433 5536 56.32 5722 5804 5883 59.56
2 6.08 833 9.80 10.88 11.74 1244 13.08 1354 13.99 1439 1475 15.08 1538 1565 1591 16.14 16.37 16.57 16.77
3 450 591 682 750 804 848 885 9.18 9.46 9.72 995 10.15 1035 1052 10.69 10.84 1098 11.11 11.24
4 393 504 576 629 6.71 705 735 760 7.83 8.03 8.21 8.37 852 8.66 8.79 8.91 9.03 913 9.23
5
6
7

dfw\

364 460 522 567 603 633 658 680 6.99 717 7.32  7.47 7.60 772 7.83 793 8.03 812 821
346 434 490 6530 563 590 6.12 632 649 6.65 6.79 6.92 7.03 714 724 7.34 743 751 759
334 416 468 506 536 561 582 6.00 6.16 6.30 6.43 6.55 6.66 6.76 6.85 694 7.02 710 7.17

qcrit

4.04 453 489 517 540 560 577 592 6.05 6.18 6.29 639 648 657 665 673 680 687

9 3.20

3. : - 24 543 559 574 5.87 598 6.09 6.19 6.28 6.36 6.44 6.51 6.58 6.64

10 3.15 3.88 433 465 491 .12 530 546 560 5.72 583 593 6.03 6.11 6.19 6.27 6.34 640 6.47
11 311 382 426 457 482 503 520 535 549 5.61 5.71 5.81 5.90 598 6.06 6.13 6.20 627 6.33
12 3.08 377 420 451 475 495 6512 527 539 5.51 5.61 5.71 5.80 588 595 6.02 6.09 6.15 6.21
13 306 373 415 445 469 488 505 519 582 5.43 553 5.63 5.71 579 5.86 593 599 605 6.11
14 3.03 370 411 441 464 483 499 513 525 5.36 546  5.55 5.64 5.71 5.79 585 591 597 6.08
15 3.01 367 4.08 437 459 478 494 508 520 5.31 540 549 557 5.65 572 578 585 580 5.96
16 3.00 365 405 433 45 474 490 508 5.15 5.26 5835 544 552 559 5.66 573 579 584 590
17 298 363 4.02 430 452 470 486 499 511 5.21 5.31 539 547 554 561 567 573 579 584
18 297 361 400 428 449 467 482 496 507 5.17 527 535 543 550 557 563 569 574 579
19 296 359 398 425 447 465 479 492 504 5.14 523 5831 5.39 546 5583 559 565 570 575
20 295 358 396 423 445 462 477 490 5.01 511 520 528 536 543 549 555 561 566 5.71
24 292 38563 390 417 437 454 468 4.81 4.92 5.01 510 5.18 5,25 5.32 5.38 544 549 555 559
30 289 349 385 410 430 446 460 472 482 4.92 500 508 515 5.21 5.27 533 588 543 547
40 286 344 379 404 423 439 452 463 473 4.82 490 498 5.04 5.11 5.16 522 527 531 536
60 283 340 374 398 416 431 444 455 465 4.73 4.81 488 494 500 5.06 5.11 515 520 5.24
120 280 3.36 368 392 410 424 436 447 456 4.64 4.71 478 484 490 495 500 504 509 513
o 277 331 363 386 403 417 429 439 447 4.55 462 468 4.74 480 4.85 489 493 497 5.01

SourCE: Adapted from Biometrika Tables for Statisticians, Vol 1, 3rd ed., by E. Pearson & H. Hartley, Table 29. Copyright © 1966 University Press. Used with the
permission of the Biometrika Trustees.
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Post hoc procedures: studentized range g

* Note square root of 2 missing from denominator

. E?/Cs% ﬁgil;cécragO\gta(l)?% (4. In q-distribution has already been multiplied

q = _ X 1 X 2 _ X 1 X 2
Vs. MS,  MS,  [2MS,
n, n, n, Post hoc tests that rely
on studentized range
distribution:
- Assumes all samples are of same n . _ . Tukey fISD
. H?quual ns can lead to inaccuracies depending on group size Tukey’s b
ifferences S-N-K

 If ns are unequal, alternatives are:
» Compute harmonic mean (below) of n (if ns differ slightly) Games-Howell
» Equal variance: Tukey-Kramer, Gabriel, Hochberg's GT2 REGWQ

» Unequal variance: Games-Howell
Duncan
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Post Hoc Procedures:

« Based on premise that Type I error can be controlled for comparison involving largest and smallest means, thus
controlling error for all

 Significant ANOVA NOT required

* q. based on df, ag,, (table .05), and largest r

« Ifwe had 5 means, all comparisons would be evaluated using q,,;, based on r =5

* . compared to q,,,
* MS,, from ANOVA

* One of most conservative post hoc comparisons, good control of a;y,

« Compared to LSD...
« HSD less powerful w/ 3 groups (Type II error)
« HSD more conservative; less

Type I error w/ > 3 groups

» Preferred with > 3 groups

Cohen Chap 13 - Multiple Comparisons 27



Post Hoc Procedures:

» Based on premise that Type I error can be controlled for comparison involving largest and smallest means, thus
controlling error for all

 Significant ANOV/

Fisher’s LLSD is most liberal
* q. based on dfy,,

 Ifwehad5 me

. compared to ¢ Tukey’s HSD is nearly most
+ MS, from AN conservative

* One of most cons

+ Compared to LSD Others are in-between

« HSD less powertur wy 5 groups (1ype 11 €1101)
« HSD more conservative; less

Type I error w/ > 3 groups

» Preferred with > 3 groups
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Post hoc: Confidence intervals: HSD

Simultaneous Confidence Intervals for all possible pairs of populations means...at the same
time!

MS
mi— = (Xi—X)+q |—== (X, X;) £ HSD

Interval DOES INCLUDS zero -> fail to reject HO: means are the same...no difference

Interval does NOT INCLUDS zero - REJECT HO > evidence there IS a DIFFERENCE
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Post hoc procedures: Scheffe Test

» Most conservative and least powerful

e Uses F- rather than t-distribution to find critical value
* Fgpes = (kK-1)*F ;4 (k-1, N-K)

* Scheffé recommended running his test with ag;,,=.10
* Fgpegsis now F; used in testing

 Similar to Bonferroni; ap-is computed by determining all possible
linear contrasts AND pairwise contrasts

« Not recommended in most situations

* Only use for complex post-hoc comparisons
* Compare F contrast LO 13 Scheffe
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Post hoc procedures: recommendations

1 pairwise comparison of interest
« Standard independent-samples t-test

« Several pairwise comparisons
« 3> LSD
« >3 - HSD or other alternatives such as Tukey-b or REGWQ
« Control vs. set of Tx groups = Dunnett’s

* 1 complex comparison (linear contrast)
* No adjustment

» Several complex comparisons (linear contrasts)
« Non-orthogonal — Scheffé test
» Orthogonal — Use more conservative ap




Analysis of trend components

« Try when the independent variable (IV) is highly ordinal or truly
underlying continuous

« *LINEAR regression:

* Run linear regression with the IV as predictor

« Compare the F-statistic’s p-value for the source=regression to the ANOVA
source=between

« * CURVE-a-linear regression:
» create a new variable that is = IV variable SQUARED

* Run linear regression with BOTH the original IV & the squared-IV as predictors
« Compare the F-statistic’s p-value for the source=regression



Conclusion

 Not all researchers agree about best approach/methods

» Method selection depends on
« Researcher preference (conservative/liberal)
 Seriousness of making Type I vs. Il error
« Equal or unequal ns
« Homo- or heterogeneity of variance

 Can also run mixes of pairwise and complex comparisons

 Adjusting ap- to l p(type I error), T p(Type II error)

* a priori more powerful than post hoc

* a priori are better choice
« Fewer in number; more meaningful
 Forces thinking about analysis in advance

Cohen Chap 13 - Multiple Comparisons
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